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Abstract— Travel recommender systems are gaining a higher 
popularity in the society due to their capability of planning trips 
in a short time period. The challenge of providing the most 
accurate recommendations has become a complex and difficult 
task due to the numerous variations in user preferences. In order 
to provide the most accurate recommendations, it is necessary to 
consider additional parameters like the prevailing weather 
condition, which has a direct influence on the user preference to a 
particular location. Therefore, when providing travel 
recommendations considering the weather context, it was 
identified that the ability to correctly identify a location as an 
indoor or outdoor attraction plays a vital role in improving the 
accuracy of the recommendations. Considering the millions of 
locations available in Google Places, it is difficult to manually tag 
the location status as indoor or outdoor. This paper provides a 
novel approach to determine the status of a particular location 
based on the identified attributes of the location. Moreover, the 
experimental results and the accuracy of the predicted outputs 
have been discussed by using different classifiers under the 
Bayes, Rule-Based, Trees and Meta classification approaches. 

Keywords- Travel recommendation, weather context, location 
status, decision tree, J48, decision stump, zeroR, oneR, 
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I.  INTRODUCTION  
Travel recommender systems are one of the major research 

topics at the present where researchers aim to increase the 
accuracy of recommendations by using different parameters. 
When providing accurate recommendations, traveler’s 
preference to different locations is considered as one of the 
most important parameters [1]. A traveler’s personal preference 
could depend on many different aspects and determine the most 
significant aspect would not be straightforward. Especially, 
prevailing weather condition could impact on the traveler’s 
mood and satisfaction. According to Ettema et al., changes in 
the weather condition have a direct impact on the traveler 
preferences related to the transportation mode and satisfaction 
[2]. Petrovic et al. have revealed that the transportation demand 
depends on different weather conditions [3]. 

Therefore, it is clear that the weather has a direct effect on 
changing people’s everyday activity patterns which are inferred 
such as visited places and the duration it has taken for the visit 
[4]. It is defined as the prevailing condition observed and the 
time duration a person stayed at a particular location has a 
direct association with the weather condition of that location 
[5].   

Depending on the weather condition (rainy or sunny), 
travelers could visit indoor or outdoor locations. For an 
example, when it is warm and sunny, people tend to spend the 
leisure time outdoors [1]. Thus, to provide accurate 
recommendations based on the prevailing weather conditions, 
it is important to determine whether a specific location is an 
indoor or outdoor location.  

The rising use of smartphones and low cost access to the 
internet has allowed finding the current weather condition of 
any location in any country. This could be included as a 
parameter to increase the accuracy of travel recommender 
systems. A location will be recommended as indoor or outdoor 
locations based on the current weather conditions. Therefore, in 
this study, a mechanism is developed to determine a particular 
location’s status, (that is, whether it is indoor or outdoor).  

One of the best and accurate methods for identifying a 
location’s status is labeling the locations manually as indoor or 
outdoor. Even though this approach is highly accurate, labeling 
a large number of tourist locations will be time-consuming and 
tedious.  

As a solution, automation methods are used in location 
labeling as indoor or outdoor. To apply automation techniques, 
there should be a mechanism to identify some attributes 
belonging to the target location and based on those attributes, 
could predict the status of the location as indoor or outdoor. 
The ideal solution should be able to handle even new locations. 
Moreover, the location status prediction should be in higher 
accuracy with minimum human intervention. Location status 
prediction (as a binary output) could be performed using 
different classification techniques. 

Authorized licensed use limited to: University of Melbourne. Downloaded on June 20,2020 at 07:31:56 UTC from IEEE Xplore.  Restrictions apply. 



                                                                                                                                          1605

This paper discusses using different classifier models such 
as Naïve-Bayes classification, Decision Tree classification 
(J48, Decision Stump), OneR classification, ZeroR 
classification and Regression classification and the accuracies 
when predicting the status of a location, indoor or outdoor.  

II. BACKGROUND 
Using image processing methods is one of the main 

approaches that can be used to detect the status of a location. 
By analyzing an image, it is possible to identify the status of 
the image location as indoor or outdoor.  

According to Yiu [6], indoor and outdoor scenes can be 
classified using nearest neighbor and support vector machine 
approaches based on the color information and dominant 
orientation of an image.  However, finding images of each and 
every location would be difficult. Moreover, a large database is 
required to store multiple images for representing each location 
which could be difficult to maintain as it grows in size.  

According to the studies of Lipson, the general scene query 
approach in image processing can be used to detect the status 
of a location. Here, the scenes are described by the graphs, 
which represent relationships between the image regions. The 
considered relationships are consistent with the relative color, 
spatial location, and high-pass frequency content [7]. However, 
manual construction of templates for each scene layout is a 
drawback of the Lipson’s approach [9].  

Yu has implemented a mechanism by computing vector 
quantized color histograms for each sub blocks of the image 
and trained one dimensional Hidden-Markov model along the 
vertical or horizontal segments of specific scene layouts like 
mountains, skies and river scenes [8]. However it is identified 
that one dimensional model is unable to handle the spatial 
relationships properly [9]. 

III. IMPLEMENTATION DETAILS 
Several implementation steps were followed in this research 

study to predict the location status.  

Firstly, the location data (including location attributes) was 
extracted from the Google Places API. Secondly, the training 
data set, test data set and the evaluation data set were generated 
based on the extracted location data. Thirdly, the classification 
model was implemented to predict the location’s status based 
on the location attributes. Finally, the test accuracy and 
evaluation accuracy of Naïve-based classification, Decision 
Tree classification (J48 and Decision Stump), OneR 
classification, ZeroR classification and Regression 
classification were calculated using Weka. 

IV. DATA CORPUS 

A. Data Collection 
The Google Places API has been used to extract location 

details. This API gets data from the same database used by the 
Google Maps and Google+. For each location it provides an 
array of location types which could be a combination of 
aquarium, airport, point_of_interest, establishment, 

amusement_park, aquarium, art_gallery, lodging, bar, food, 
restaurant, cafe, shopping_mall, place_of_worship, church, 
health, spa, bowling_alley, casino, park, hindu_temple, 
mosque, library, liquor_store, movie_theater, museum, 
night_club, stadium, zoo, etc. Apart from the location types, 
Google Places API provides other location details including 
place_id, place name, location rating (if any), location’s 
opening hours (if any), location address etc.  

After extracting the location data, the dataset was prepared 
such that each location was represented using its location types. 
Subsequently, the location types were used as the attributes to 
predict the location status. 

B. Data Preparation 
After the data extraction process, the dataset was properly 

prepared to train, test and evaluate the classification model. 
When preparing the dataset, the status of each and every 
location is manually checked with the location images and it 
can be considered as one of the unique tasks that have been 
performed in this paper. At the end of the data preparation, a 
balanced dataset was prepared for the classification where the 
dataset was composed of 59% of indoor locations and 41% of 
outdoor locations.  

Furthermore, for each location in the extracted data set, 
there can be several location types and this number is different 
from one location to another location. It is important to note 
that, while some locations have several location types, some 
locations only have one location type. There can be locations 
without having a single location type and in the preprocessing 
step, it is needed to remove that type of data, since the 
locations’ types are been considered as the attributes of the 
classifier to predict the output as indoor or outdoor.  

After the data has been prepared according to the 
requirement, then the data set was divided into three main sets 
as the training set, testing set, and the validation set.  At the end 
of the training process, the final model should be able to predict 
the output i.e. the location status based on the location 
attributes. In order to have accurate predictions, it is important 
to generalize the data well. Otherwise, it may lead to 
overtraining, which could make the classifier unable to predict 
the outputs correctly for the patterns that may not exist in the 
training data set. This is known as the bias and variance 
dilemma and it is important to balance the minimal bias and the 
minimal variance of a model by splitting the data appropriately. 
In order to overcome this problem, a common technique that 
can be used is the cross-validation [10]. 

In cross-validation, it divides the main data set into two 
subsets and taking one subset to train the model while leaving 
the other subset to be used in evaluating the performance of the 
model later. The main purpose of the cross-validation is to 
achieve a stable and confident estimate of the model 
performance [11]. In this paper, it uses the cross validation 
method to divide the data set into two main subsets randomly 
where 60% of the data is used to train the model and 40% of 
the data is used to test and evaluate the model. Once the 40% of 
the data is separated, it is divided into another two subsets 
equally using the cross-validation method as the test data set 
and the validation dataset.  
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V. HANDLING THE PROBLEM OF DETECTING THE STATUS 
OF LOCATIONS 

It is important to handle the problem of detecting the status 
of a location when the travel recommender systems consider 
the user preferences based on the weather conditions. In this 
paper, a fresh and unique approach is introduced to determine 
the status of a location, whether it is indoor or outdoor, based 
on the location types that are extracted from the Google Places 
API. All the different location types that came under the 
process of the data extraction are considered as the attributes of 
the locations to predict the final output, which is the status of 
the location. 

Each location extracted from Google Places is tagged with 
a set of “types” which can explain certain characteristics of that 
location. These tags are the major features that are assumed to 
have a direct influence in determining the location’s status in 
this research. Therefore in order to train the classifier, each 
location is represented as a vector of its location tags along 
with the manually tagged location status (as indoor or 
outdoor). The classifier has to be trained well before using it to 
predict the outputs of testing or validating data. 
 

The approach which is used to determine the status of the 
locations is directly based on the attributes (location types) 
which are extracted from the Google Places API. Therefore 
when a new location is provided to the classifier as a vector of 
its location ”types” the classifier needs to predict it as indoor or 
outdoor.  

The Figure1 illustrates the process model used to predict 
the status of the locations. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  The Process model to detect the status of locations 

VI. EXPERIMENTAL RESULTS AND ANALYSIS 
This paper discusses the accuracy of predicting the status of 

locations using different classifiers based on Bayes, Rule-
Based, Trees and Meta classification approaches. Naïve Bayes 
classifier is one of the simplest and, most commonly used 
methods, which is capable of giving effective results in 
classification. When using the Bayesian approach, it is required 
to have independent attributes in the dataset [12]. Since, the 
attributes (location types) of a particular location, extracted 
from the Google Places API are independent attributes, the 
Naïve Bayes classification could be used to predict the status of 
a particular location as the benchmark approach.  

As another classification approach, the decision tree 
approach has been used to predict the location status. The 
decision tree method is a powerful statistical methods that can 
be used for classification and prediction, as it is capable of 
simplifying the complex relationships between the input 
variables and the target variables by dividing the original input 
variables into significant subgroups [13].  

The next classification approach that has been used in this 
paper is the Rule-Based classification. A Rule-Based classifier 
uses a set of IF-THEN rules for classification. Rule: IF 
(Condition) – THEN conclusion, where Condition is a 
conjunction of attributes and conclusion contains the class 
prediction [14]. The Rule-Based classification approach is used 
as it is highly expressive as the decision trees and has the 
capability of classifying the new instances quickly [14]. In this 
paper, under the Rule-Based classification approach, mainly 
OneR and ZeroR classification methods have been used to 
derive the predictions and analyze the results. 

The Meta classification analysis offers a mechanism to 
estimate the magnitude of effects in terms of a statistically 
significant effect size or pooled odds ratio. As a result of 
combining data from several studies, this approach increases 
the statistical power. Thus, it allows to completely assess the 
impact of a procedure or variable [15]. This paper uses the 
regression classification as a Meta classifier. 

 Weka which is a well-known open source machine learning 
tool has been used to apply different classification approaches 
mentioned above [16]. 

A. Data Preprocessing 
The extracted location details from the Google Places API, 

include the location types, ratings, place_id, opening hours, 
location name and location address. Under the data 
preprocessing stage, all the locations that did not have at least 
one tag in its location “types” array was removed, since the 
predictions are based on the “types” tags of the given location. 

B. Analysis of Results 
The test results and validation results obtained by applying 

Naïve-Bayes classification, Decision Tree classification (J48, 
Decision Stump), OneR classification, ZeroR classification and 
Regression classification are discussed below. 

1) Results of Naïve-Bayes Classification:When evaluating 
the accuracy of an algorithm, Naïve-Bayes is considered as 

Extract the location data

Preprocess the extracted data

Add the status of the locations 
manually (for testing) 

Generate the training, testing and 
validation data set 

Input 
locations 

Measure the 
accuracy 

Output I 
Status of 

the 
locations 

Output II 
Accuracy 

of the 
classifier
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the baseline. This is a Bayes classification approach. The 
following TABLE I shows the testing and the validating results 
that were obtained by using the Naïve-Bayes classification in 
Weka. 

TABLE I.  EXPERIMENTAL TESTING AND VALIDATION RESULTS USING 
THE NAÏVE-BAYES CLASSIFICATION 

Scenario Test Results Validation Results 

Correctly Classified Instances 92.9 % 88.4 % 

Incorrectly Classified 
Instances 

7.1 % 11.6 % 

Mean absolute error              0.0861 0.1057 

Root mean squared error 0.1956 0.2332 

 
2) Results of Decision Tree Classification (J48): This is a 

Trees classification approach. The following TABLE II shows 
the testing and the validating results that were obtained by 
using the Decision Tree (J48) classification in Weka. 

TABLE II.  EXPERIMENTAL TESTING AND VALIDATION RESULTS USING 
THE DECISION TREE (J48) CLASSIFICATION 

Scenario Test Results Validation Results 

Correctly Classified Instances 99.6 % 98.8 % 

Incorrectly Classified 
Instances 

0.4% 1.2 % 

Mean absolute error              0.0075 0.0154 

Root mean squared error 0.061 0.1081 

 
3) Results of Decision Tree Classification (Decision 

Stump): This is a Tree classification approach. The following 
TABLE III shows the testing and the validating results that 
were obtained by using the Decision Tree (Decision Stump) 
classification in Weka. 

TABLE III.  EXPERIMENTAL TESTING AND VALIDATION RESULTS USING 
THE DECISION TREE (DECISION STUMP) CLASSIFICATION 

Scenario Test Results Validation Results 

Correctly Classified Instances 89.5 % 84.5 % 

Incorrectly Classified 
Instances 

10.5 % 15.5 % 

Mean absolute error              0.1777 0.2164 

Root mean squared error 0.3021 0.3599 

 
4) Results of OneR Classification: This is a Rule-Based 

classification approach. The following TABLE IV shows the 
testing and the validating results that were obtained by using 
the OneR classification in Weka. 

 
 
 
 
 
 

TABLE IV.  EXPERIMENTAL TESTING AND VALIDATION RESULTS USING 
THE ONER CLASSIFICATION 

Scenario Test Results Validation Results 
Correctly Classified 
Instances 

89.5 % 84.5 % 

Incorrectly Classified 
Instances 

10.5 % 15.5 % 

Mean absolute error              0.1047 0.155 
Root mean squared error 0.3235 0.3937 

 
5) Results of ZeroR Classification: This is a Rule-Based 

classification approach. The following TABLE V shows the 
testing and the validating results that were obtained by using 
the ZeroR classification in Weka. 

TABLE V.  EXPERIMENTAL TESTING AND VALIDATION RESULTS USING 
THE ZEROR CLASSIFICATION 

Scenario Test Results Validation Results 

Correctly Classified Instances 70.9 % 66.3 % 

Incorrectly Classified 
Instances 

29.1 % 33.7 % 

Mean absolute error              0.4063 0.4271 

Root mean squared error 0.4543 0.4767 

 
6) Results of Regression classification: This is a Meta 

classification approach. The following TABLE VI shows the 
testing and the validating results that were obtained by using 
the Regression classification in Weka. 

TABLE VI.  EXPERIMENTAL TESTING AND VALIDATION RESULTS USING 
THE REGRESSION CLASSIFICATION 

Scenario Test Results Validation Results 

Correctly Classified Instances 95.3 % 94.6 % 

Incorrectly Classified 
Instances 

4.6% 5.4 % 

Mean absolute error              0.0741 0.0746 

Root mean squared error 0.2062 0.2141 

  .  
Based on the results that were obtained from the Naïve 

Bayes, Decision Tree (J48), Decision Tree (Decision Stump), 
OneR, ZeroR and Regression classification methods, it can be 
confirmed that the implemented approach of detecting the 
location status as indoor or outdoor based on the location’s 
“types “tag is accurate. 

The accuracy of the results obtained from the above 
mentioned classifiers are evaluated using the Mean Absolute 
Error (MAE) and Root Mean Squared Error (RMSE). By 
analyzing the results from TABLE I – TABLE VI, it is clear 
that the most accurate results can be obtained by using the 
Decision Tree (J48), Naïve Bayes and Regression classifiers. 

 Furthermore, using Weka the accuracy results for different 
cross-validations can be obtained. This paper provides the 
accuracy results for 5-fold cross-validation and 10-fold cross-
validation using Naïve Bayes, Decision Tree (J48) and 
Regression classifiers. 
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7) Results of Naïve-Bayes classification for 5-fold cross-
validation and 10-fold cross-validation: The following TABLE 
VII shows the accuracy results that were obtained by using the 
Naïve-Bayes classification for 5-fold cross-validation and 10-
fold cross-validation in Weka. 

 

TABLE VII.  5-FOLD AND 10-FOLD CROSS-VALIDATION RESULTS USING 
THE NAÏVE-BAYES CLASSIFICATION 

Scenario 5-Fold Cross-
Validation 

10-Fold Cross-
Validation 

Correctly Classified Instances 92.5% 92.6 % 

Incorrectly Classified 
Instances 

7.5% 7.4 % 

Mean absolute error              0.0927 0.0903 

Root mean squared error 0.2024 0.2006 

 
8) Results of Decision Tree (J48) classification for 5-fold 

cross-validation and 10-fold cross-validation: The following 
TABLE VIII shows the accuracy results that were obtained by 
using the Decision Tree (J48) classification for 5-fold cross-
validation and 10-fold cross-validation in Weka. 

TABLE VIII.  5-FOLD AND 10-FOLD CROSS-VALIDATION RESULTS USING 
THE DECISION TRESS (J48) CLASSIFICATION 

Scenario 5-Fold Cross-
Validation 

10-Fold Cross-
Validation 

Correctly Classified Instances 99.6% 99.6 % 

Incorrectly Classified 
Instances 

0.4% 0.4 % 

Mean absolute error              0.0073 0.0075 

Root mean squared error 0.0632 0.0634 

 
9)  Results of Regression classification for 5-fold cross-

validation and 10-fold cross-validation: The following TABLE 
IX shows the accuracy results that were obtained by using the 
Regression classification for 5-fold cross-validation and 10-
fold cross-validation in Weka. 

TABLE IX.  5-FOLD AND 10-FOLD CROSS-VALIDATION RESULTS USING 
THE REGRESSION CLASSIFICATION 

Scenario 5-Fold Cross-
Validation 

10-Fold Cross-
Validation 

Correctly Classified Instances 96.8% 96.8 % 

Incorrectly Classified 
Instances 

3.2% 3.2 % 

Mean absolute error              0.0592 0.0594 

Root mean squared error 0.1704 0.1708 

 
  The summarized accuracy results of testing and validation 
along with the cross-validation results indicates that it is 
possible to determine the status of a location as indoor or 
outdoor using classification techniques with a significant 
accuracy. 

VII.  CONCLUSION 
     This paper has introduced a novel approach which can be 
used to determine the status of a location as indoor or outdoor. 
The main purpose of developing a mechanism to detect the 
location’s status is, increasing the accuracy of the travel 
recommender systems which consider the user preferences 
based on the current weather context of the region in 
consideration. It is important to extract the location data, 
including its location types, where the location types are used 
as the classification attributes to predict the final location 
status as indoor or outdoor. 
      Through this paper, it is proved that the location types, 
which are added by people when introducing a location to 
Google Places can be used as classification attributes to 
predict whether a location is indoor or outdoor. The approach 
which has been discussed in this paper can be used to make 
accurate travel recommendations incorporating the current 
weather context to accurately identify user preferences. 
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