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ABSTRACT   
If you were signifcantly impacted by an algorithmic decision, how 
would you want the decision to be reviewed? In this study, we 
explore perceptions of review processes for algorithmic decisions 
that difer across three dimensions: the reviewer, how the review is 
conducted, and how long the review takes. Using a choice-based 
conjoint analysis we fnd that people prefer review processes that 
provide for human review, the ability to participate in the review 
process, and a timely outcome. Using a survey, we fnd that peo-
ple also see human review that provides for participation to be 
the fairest review process. Our qualitative analysis indicates that 
the fairest review process provides the greatest likelihood of a 
favourable outcome, an opportunity for the decision subject and 
their situation to be fully and accurately understood, human in-
volvement, and dignity. These fndings have implications for the 
design of contestation procedures and also the design of algorithmic 
decision-making processes. 

CCS   CONCEPTS   
• Human-centered computing → Empirical studies in HCI. 

KEYWORDS   
algorithmic   decision-making;   contestability;   reviewability;   algorith-
mic   fairness,   accountability,   and   transparency   

1   INTRODUCTION   
From   grading   students   [25]   to   predicting   the   likelihood   of   recidi-
vism   [5],   algorithms   are   increasingly   being   used   to   make   decisions   
that   have   a   signifcant   impact   on   people’s   lives.   Numerous   docu-
ments   proposing   guidelines   for   the   “ethical”   design,   development,   
and   use   of   algorithmic   decision-making   systems   highlight   the   im-
portance   of   being   able   to   challenge   or   ‘contest’   high-consequence   
algorithmic   decisions   [37,   65].1   The   ability   to   contest   signifcant   
decisions,   whether   made   by   human   or   algorithm,   is   important:   At   
a   practical   level,   contestation   is   a   mechanism   for   error   correction   
[75,   80]   and   for   holding   decision-makers   to   account   [19].   Contes-
tation   is   also   a   tool   that   can   help   promote   fairness   and   justice   in   
decision-making   [40],   protect   individual   rights   [7],   and   support   
notions   of   human   dignity   and   autonomy   [4,   39].   Even   if   people   do   
not   get   the   outcome   they   desire,   being   able   to   appeal   a   decision   
can   provide   a   sense   of   closure.   However,   there   is   limited   guidance   
around   how   appeal   processes   for   algorithmic   decisions   could   or   
should   be   designed   [14,   37,   39].   There   are   numerous   examples   of   
poorly   designed   appeal   processes,   where   people   impacted   by   algo-
rithmic   decisions   are   unable   to   contest   the   decision.   This   can   be   
due   to   a   lack   of   explanation   or   information   being   provided   about   
the   decision,   there   being   no   information   about   how   to   appeal,   no   
response   to   appeals,   or   because   there   is   no   appeal   process   available   
[2,   35,   62,   69,   79].   In   this   work,   we   explore   perceptions   of   diferent   
styles   of   review   for   algorithmic   decisions   and   use   these   insights   to   
consider   design   implications   for   algorithmic   contestation   processes.   

The   design   of   an   appeal   process   will   not   only   determine   whether   
a   person   will   be   able   to   efectively   contest   the   decision,   but   can   
lend   weight   to   the   perceived   fairness   of   a   decision-making   process   
[48,   77],   the   legitimacy   of   the   decision   [40],   and   a   person’s   trust   in   
the   decision-making   entity   (noting   that   trust   is   an   important   aspect   
of   human-AI   interaction   [36]).   Yet,   designing   appeal   processes   is   
complex,   with   a   number   of   elements   to   consider   such   as   how   people   
can   access   the   appeal   process,   who   will   review   the   decision   on   ap-
peal,   and   how   a   review   of   the   initial   decision   will   be   conducted   [55].   
There   is   no   one-size-fts-all   approach—indeed,   appeal   mechanisms   
for   human   decision-making   range   from   informal   complaints   to   
highly   structured   legal   appeals.   In   this   work,   we   focus   on   one   step   

1In   this   paper,   we   use   the   terms   ‘contest’,   ‘challenge’,   and   ‘appeal’   interchangeably.   
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of the appeal process: the review of the initial algorithmic decision. 
Our aim is to explore perceptions of diferent review processes that 
can be used when contesting algorithmic decisions. Specifcally, we 
ask the following: 

RQ1: What type of review process do people prefer when contesting 
an algorithmic decision? 

RQ2: How do diferent review processes for algorithmic decisions 
impact perceptions of fairness? 

RQ3: How do personal characteristics (such as age, gender, and 
attitudes towards algorithmic decision-making) impact perceptions of 
reviewers of algorithmic decisions? 

Drawing from research on perceptions of algorithmic decision-
making, procedural justice literature investigating perceptions of 
fairness of human decision-making, and work exploring contesting 
algorithmic decision-making (e.g. [84]), we designed six base re-
view processes that difer on two dimensions: who the reviewer is 
(human or algorithm) and the style of review (a review of the func-
tioning of the algorithmic decision-making system, a new decision 
based on the original information provided, or a new decision that 
incorporates any new information and objections that the decision 
subject wishes to provide). We explored perceptions of these review 
processes using two approaches. First, with an algorithmic loan 
decision as our context, we used a choice-based conjoint analysis 
to force a preference choice between 12 diferent pairs of review 
processes. The review processes difered over three attributes; in 
addition to the reviewer and the type of review, we also explored 
the time the review takes (7 days, 30 days, or 60 days). In the second 
part of our study, we asked participants to rate the fairness of the six 
base review processes and to explain their rating. We also collected 
information about participants’ attitudes towards, and familiarity 
with, algorithmic decision-making. 

We found that participants preferred reviews conducted by hu-
mans in a timely manner that allowed the decision subject to pro-
vide new information and objections in relation to the initial de-
cision. Interestingly, participants placed more weight on the time 
taken for the review and the type of review than who the reviewer 
was when they chose their preferred review process. In line with 
the results of the choice-based conjoint analysis, we found that 
review processes with human reviewers were perceived as more 
fair than appeal processes with algorithmic reviewers, as were re-
view processes that allowed the decision subject more ‘voice’ (the 
ability to object and provide new information) [50, 77]. The belief 
that humans would make better loan decisions than algorithms was 
associated with higher perceived fairness of human reviewers, and 
the belief that algorithms should make important decisions that 
impact people’s lives was associated with higher perceptions of 
fairness of algorithmic reviewers. There was also an association 
between fairness ratings of the two reviewers. The results of our 
qualitative analysis indicate that the fairest review process is one 
that provides the greatest likelihood of a favourable outcome, an 
opportunity for the decision subject and their situation to be fully 
and accurately understood, human involvement, and dignity. 

This research makes three contributions. First, we provide em-
pirical evidence that when designing review processes, attention 
should be given to the type of review and how long that review will 
take, in addition to who conducts the review. Second, we extend 
the literature exploring perceptions of algorithmic decision-making 

to                              
tudes   towards   algorithmic   decision-making   impact   perceptions   of   
algorithmic   reviewers.   Third,   we   fnd   parallels   between   procedural   
justice   literature   and   perceptions   of   algorithmic   decision-making,   
which   suggests   that   fndings   from   research   focusing   on   the   proce-
dural   fairness   of   human   decision-making   can   be   used   to   inform   the   
design   of   algorithmic   decision-making   processes.   

the context of contestation, and we provide evidence that atti-

2   RELATED   WORK   

2.1            Contesting algorithmic decisions
There   is   a   diference   between   designing   appeal   processes   and   de-
signing   for   ‘contestability’   [61,   80].   Kluttz   and   Mulligan   [41]   de-
fne   contestability   as   a   set   of   “mechanisms   for   users   to   understand,   
construct,   shape   and   challenge   model   predictions”.   So,   while   con-
testability   as   a   design   goal   encompasses   the   ability   to   contest   a   
decision,   it   goes   further   than   this   by   envisioning   a   system   that   
can   be   interacted   with   and   infuenced   by   a   decision   subject   during   
decision-making.   In   work   developing   a   machine   learning   system   
that   evaluates   the   delivery   of   psychotherapy,   Hirsch   et   al.   [33]   
outline   the   importance   of   designing   systems   for   contestability   to   
allow   those   impacted   by   an   assessment   decision   the   chance   to   cor-
rect   errors   and   record   their   disagreement   with   the   system.   Almada   
[4]   advocates   for   “contestability   by   design”   where   the   ability   to   
contest   is   considered   throughout   the   design,   development,   and   im-
plementation   of   a   decision-making   algorithm.   This   can   be   achieved   
through   the   incorporation   of   participatory   design,   explanations   for   
decisions,   and   interface   design   that   enables   people   impacted   by   
algorithmic   decisions   to   challenge   the   decision   [4].   In   one   of   the   few   
works   with   an   empirical   emphasis,   Vaccaro   et   al.   [81]   ran   a   series   
of   workshops   to   explore   participants’   views   on   designing   for   con-
testability   in   relation   to   automated   content   moderation,   uncovering   
three   key   themes:   (1)   the   need   for   moderation   to   be   representative   
of   users;   (2)   the   need   for   strong   two-way   communication   between   
the   users   and   the   platform;   and   (3)   the   need   for   compassion   by   
platforms   when   moderating   content.   

Much   of   the   academic   work   that   considers   designing   appeal   
processes   for   algorithmic   decisions   is   conceptual   in   nature   and   
relates   to   the   interpretation   of   Article   22   in   the   European   Union’s   
General   Data   Protection   Regulation   (GDPR),   which   sets   out   a   right   
to   contest   decisions   that   have   been   made   using   solely   automated   
processing   (see   e.g.   [4,   8,   72,   84]).   Article   22   has   been   interpreted   as   
requiring   a   post   decision   review   process.   For   example,   Wachter   et   al.   
[84]   suggest   four   diferent   ways   to   review   an   algorithmic   decision   
that   difer   according   to   who   the   reviewer   is   (human   or   algorithm)   
and   how   a   review   could   be   conducted.   Beyond   the   GDPR,   based   on   
an   analysis   of   submissions   made   in   response   to   Australia’s   proposed   
AI   ethics   principles   [65],   Lyons   et   al.   [55]   found   that   the   ability   to   
contest   was   conceptualised   as   a   post   decision   process,   requiring   a   
number   of   steps   including   the   provision   of   an   explanation,   a   way   
for   decision   subjects   to   elect   to   contest   the   decision,   and   a   review   
process.   Vaccaro   et   al.   [80]   explored   the   impact   of   appeal   processes   
on   perceptions   of   algorithmic   content   moderation   decisions:   they   
designed   three   types   of   appeal   that   difered   according   to   who   the   
reviewer   was   (human   or   algorithm)   and   how   to   review   would   be   
carried   out   (a   review   of   the   initial   decision   with   consideration   of   a   
written   appeal   by   the   decision   subject   or   a   re-evaluation   of   activity   
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history). They found that none of the appeal conditions impacted 
participants’ perceptions of fairness, accountability, transparency 
or control of algorithmic decisions compared to the “no appeal” 
condition. 

In this work, we aim to understand what type of process people 
prefer for reviewing algorithmic decisions. This empirical work 
contributes to, and complements, the above literature, by exploring 
perceptions of processes that could be used to review algorithmic 
decisions. 

2.2   Designing   ‘fair’   decision-making   processes   
Perceptions of human decision-making and whether decisions are 
viewed as ‘just’ or ‘fair’ have been studied across social psychology 
[77], organisational psychology [16, 48], and the law [51]. Initially, 
these studies focused on ‘distributive justice’, which concerns the 
way outcomes are allocated and whether they satisfy rules of eq-
uity, equality, and need [1, 17]. In 1975, Thibaut and Walker [77] 
conducted a series of studies on people’s perceptions of dispute 
resolution processes. They found that people perceived processes 
where they had ‘process control’—the ability to choose what ev-
idence will be provided and time to state their case—to be fairer 
than those without [77]. Work focusing on the perceived fairness of 
decision-making procedures is commonly referred to as ‘procedural 
justice’. Distributive and procedural justice are two dimensions of 
justice that have repeatedly been shown to impact perceptions of 
decisions. In this paper, we focus on procedural justice. 

There is no agreed-upon procedural justice framework. A num-
ber of diferent theoretical approaches have been proposed since 
Thibaut and Walker’s seminal studies (e.g. [48, 52]). One of the most 
replicated fndings is that having process control or ‘voice’—the 
ability to provide information and input relevant to the decision—in 
the decision-making process positively impacts perceptions of fair-
ness [16, 50, 77]. The procedural justice literature largely focuses 
on the fairness of an initial decision. In contrast, an appeal is a sec-
ondary decision-making process, occuring after an initial decision 
has been made. Appeals are often studied in relation to their impact 
on fairness perceptions of an initial decision or the organisation 
making that decision. For example, the availability of appeal pro-
cesses has been found to positively impact fairness perceptions of 
performance appraisals [27], trust in management [3], satisfaction 
with dispute resolution processes [76], and job satisfaction [3]. 

There are also studies that focus on diferent types of appeal 
processes. For example, using archival records and a feld survey, 
Conlon [18] showed that for appealing a parking violation, an in-
person appeal resulted in an increased perception of voice compared 
to a written appeal, but this increase in voice did not translate to 
an increased perception of procedural justice. This is surprising 
given that increased voice in a procedure has been linked to higher 
perceptions of justice. Conlon [18] suggested that because people 
were able to choose between the types of appeal, they had been 
given the opportunity to be heard either in writing or verbally, 
and as such had participated in the decision-making process and 
perceived it as fair regardless of how they made their appeal. 

Recently, researchers in human-computer interaction have drawn 
from procedural justice literature to explore how the design of algo-
rithmic decision-making processes impacts perceptions of fairness 

[9,   29,   30,   47,   80,   83].   Generally,   this   research   shows   that   justice   
principles   that   apply   to   human   decision-making   are   also   relevant   
for   algorithmic   decision-making.   For   example,   Binns   et   al.   [9]   found   
that   perceptions   across   four   dimensions   of   justice   (distributive   jus-
tice,   procedural   justice,   interactional   justice,   and   informational   
justice)   were   correlated,   as   they   are   in   human   decision-making.   In   
contrast   to   fndings   in   procedural   justice   literature,   Vaccaro   et   al.   
[80]   found   that   the   ability   to   appeal   an   automated   content   modera-
tion   decision   had   no   impact   on   ratings   of   fairness,   accountability,   
trustworthiness,   or   feelings   of   control   in   relation   to   automated   
decision-making.   Vaccaro   et   al.   suggest   that   this   result   could   be   
attributed   to   the   perceived   illegitimacy   of   social   platforms   in   gen-
eral,   but   may   also   be   due   to   the   design   of   the   appeal   mechanisms.   
Indeed,   past   research   proposes   two   elements   to   voice:   (1)   a   person   
should   be   able   to   have   their   say;   and   (2)   a   person   should   feel   as   
though   their   input   was   heard   and   appropriately   considered   [49].   
Vaccaro   et   al.’s   design   provides   for   the   frst   element,   but   not   the   
second.   

We   draw   from,   and   contribute   to,   the   procedural   justice   literature   
by   exploring   whether   allowing   for   ‘voice’   in   review   processes   for   
algorithmic   decision-making   has   similar   results   to   the   inclusion   of   
voice   in   human   decision-making   contexts.   

2.3   Perceptions   of   algorithmic   
decision-making   

People’s   views   of   algorithms   are   measured   in   a   variety   of   ways,   
for   example   via   preferences   [42],   general   attitudes   [67],   and   per-
ceptions   of   fairness   [6,   46,   56,   85].   The   fndings   of   this   research   are   
mixed.   Some   work   supports   the   notion   of   ‘algorithmic   aversion’—   
negative   views   of   algorithms   in   comparison   to   humans   [22,   38].   For   
example,   Dietvorst   et   al.   [22]   found   that   even   when   algorithms   were   
shown   to   perform   better   than   humans,   when   people   saw   that   the   
algorithm   could   make   mistakes   they   chose   to   rely   on   forecasts   made   
by   humans   who   made   the   same   mistakes   as   the   algorithm.   Other   
research   supports   the   concept   of   ‘algorithmic   appreciation’—where   
people   prefer   the   judgement   of   algorithms   to   humans   [6,   38,   53].   
For   example,   Logg   et   al.   [53]   found   that   lay   people   tend   to   rely   
more   on   advice   if   it   comes   from   an   algorithm   than   if   it   comes   from   
a   human.   

These   diferences   in   fndings   can   be   attributed   to   a   variety   of   
factors,   including   the   type   of   decision   being   made,   the   decision   
context,   and   personal   characteristics.   For   example,   perceptions   of   
algorithmic   decision-making   have   been   shown   to   be   infuenced   
by   views   of   what   algorithms   are   capable   of,   people’s   knowledge   
of   algorithms,   and   people’s   familiarity   with   algorithmic   decision-
making   in   specifc   contexts.   Kramer   et   al.   [42]   and   Castelo   et   al.   
[13]   found   that   when   participants   were   familiar   with   the   use   of   
algorithmic   decision-making   in   a   particular   context   they   preferred   
the   use   of   algorithms   in   those   contexts.   Nagtegaal   [63]   found   that   
algorithms   were   perceived   as   more   just   when   the   task   was   low   in   
complexity   (e.g.   determining   reimbursement   for   travel   expenses)   
and   humans   were   seen   as   more   just   when   the   task   was   complex   (e.g.   
performance   evaluation).   Lee   [46]   observed   that   people   found   hu-
man   decision-making   more   fair   than   algorithmic   decision-making   
when   the   decision-making   related   to   tasks   that   were   considered   
to   require   ‘human   skills’   (e.g.   subjective   judgement   or   emotional   
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awareness).   Algorithmic   and   human   decision-making   were   seen   
as   equally   fair   when   the   decision   involved   a   task   that   required   
‘mechanical   skills’   such   as   assignment   of   work   and   rostering   [46].   
Similarly,   Castelo   et   al.   [13]   found   that   people   viewed   algorithms   
as   less   efective   at   subjective   tasks   compared   to   objective   tasks.   In   
addition   to   these   factors,   the   way   a   decision-maker,   algorithm   or   
human,   is   framed   in   a   scenario   can   impact   perceptions   [34].   

The   impact   of   decisions   can   also   infuence   preferences   for   human   
or   algorithmic   decision-making.   For   example,   Araujo   et   al.   [6]   found   
that   people   perceived   algorithmic   decision-making   as   fairer   than   
human   decision-making   in   high-stakes   decisions   made   in   the   health   
and   justice   sector   contexts.   Castelo   et   al.   [13]   found   that   people   
trusted   algorithms   less   when   they   were   used   for   tasks   that   were   
rated   as   more   consequential.   Longoni   et   al.   [54]   found   that   while   
people   generally   preferred   a   human   provider   for   medical   decisions,   
their   reluctance   to   use   an   algorithmic   provider   increased   when   the   
consequences   were   high.   

The   impact   of   who   reviews   algorithmic   decisions   on   people’s   
perceptions   of   the   review   process   has   not   yet   been   explored.   The   
focus   of   prior   research   has   been   on   initial   decision-making   rather   
than   review.   Human   review   of   algorithmic   decisions   is   widely   ad-
vocated   for,   but   as   noted   by   Almada   [4],   a   “trusted   third   party   
algorithm”   could   review   an   algorithmic   decision.   There   are   several   
reasons   why   a   person   may   prefer   a   human   reviewer.   First,   concerns   
around   dignity   and   individual   rights   such   as   autonomy   are   relevant   
[4,   32,   60].   Human   intervention   in   the   review   process   is   a   way   to   
protect   rights   that   people   could   see   as   imperiled   by   algorithmic   
decision-making   [4].   Human   review   may   also   be   seen   as   necessary   
for   checking   that   the   algorithm   is   working   as   it   should   [4,   11].   How-
ever,   human   decision-makers,   including   reviewers,   are   not   perfect.   
Even   judges,   the   “most   esteemed   reasoners”,   can   be   biased   in   their   
decision-making   [88].   Depending   on   its   design,   algorithmic   review   
might   introduce   less   bias   than   human   review,   and   will   almost   cer-
tainly   be   faster,   less   expensive,   and   scale   better   [4,   47].   Even   the   
seemingly   simple   task   of   ensuring   that   the   input   data   is   correct   
may   be   impossible   for   a   human   if   the   algorithm   uses   an   extensive   
set   of   data   [12].   

We   contribute   to   the   literature   on   perceptions   of   algorithmic   
decision-making   by   extending   its   scope   to   study   perceptions   of   
algorithmic   reviewers   in   the   context   of   contesting   algorithmic   de-
cisions.   

3   STUDY   DESIGN   AND   METHODOLOGY   
We   explored   perceptions   of   review   processes   for   algorithmic   de-
cisions   using   two   diferent   methods   that   were   presented   to   par-
ticipants   in   one   Qualtrics   survey.   Part   1   of   the   survey   focused   on   
eliciting   participants’   review   process   preferences   using   a   choice-
based   conjoint   analysis.   Part   2   of   the   survey   explored   perceptions   
of   fairness   of   review   processes   for   algorithmic   decisions.   Each   part   
of   the   survey   was   analysed   separately.   

3.1   Participants   
We used the crowdsourcing platform Amazon Mechanical Turk 
(https://www.mturk.com) to recruit participants. We set the follow-
ing criteria to qualify for the study: resident of the United States, 

over   18   years   old,   high   profciency   in   English   (self   rated),   and   com-
pletion   of   more   than   1000   human   intelligence   tasks   with   an   ap-
proval   rate   above   95%   (a   commonly   used   pre-qualifcation   criteria   
in   Mechanical   Turk   studies   [68]).   The   study   was   expected   to   take   
approximately   25   minutes   and   participants   were   paid   $5.60   (USD).   
Ethics   approval   was   provided   by   the   Ethics   Committee   of   our   uni-
versity.   

3.2   Part   1   - Review   process   preference   using   
choice-based   conjoint   analysis   

3.2.1   Choice-based   conjoint   analysis.         
ysis   is   a   method   for   eliciting   preferences   [71]   and   is   used   in   a   range   
of   disciplines   and   settings   including   marketing   [15],   litigation   [23],   
and   health   economics   [71].   Conjoint   analysis   is   particularly   use-
ful   when   there   are   a   number   of   elements   that   may   factor   into   a   
person’s   choice,   which   makes   it   a   good   ft   for   our   study.   In   a   choice-
based   conjoint   analysis,   participants   are   typically   asked   to   choose   
a   preferred   option   between   a   number   of   diferent   profles   that   each   
contain   attributes   with   diferent   levels   [15].   This   decision   will   of-
ten   require   the   participant   to   make   a   trade-of   between   attributes.   
For   example,   when   choosing   a   smartphone,   there   are   numerous   
attributes   that   a   person   might   consider   including   cost,   size,   colour,   
brand,   storage,   camera   etc.   Each   of   these   attributes   will   have   multi-
ple   levels,   for   example   the   attribute   ‘brand’,   might   include   Apple,   
Samsung,   and   Huawei   as   levels.   Participants   generally   review   a   
number   of   diferent   choice   sets   (sets   of   profles)   during   a   study.   The   
attributes   and   levels   we   use   in   our   study   are   described   in   Table   1.   
Choice-based   conjoint   analysis   reveals   which   combination   of   at-
tributes   is   preferred,   how   much   weight   a   person   places   on   each   
attribute   when   making   their   decision   (attribute   importance),   and   
the   relative   importance   of   the   levels   within   an   attribute.   

3.2.2   Atribute   selection.   There   are   many   ways   that   a   review   pro-
cess   can   be   designed   [55].   Our   choice   of   which   elements   to   focus   
on   was   inspired   by   procedural   justice   literature   and   the   following   
review   processes   for   algorithmic   decisions   suggested   by   Wachter   
et   al.   [84]   in   relation   to   Article   22   of   the   GDPR:   

•   The   review   could   involve   a   human   making   a   new   decision   
without   the   use   of   any   algorithm.   

•   The   review   could   involve   a   human   making   a   new   decision   
based   on   the   algorithmic   decision   and/or   the   data   subject’s   
views   on   the   decision.   

•   The   review   could   be   conducted   by   a   person   monitoring   the   
algorithmic   decision-making   system   to   ensure   it   is   work-
ing   correctly,   with   the   algorithmic   system   providing   a   new   
decision.   

•   A   new   decision   could   be   made   by   an   algorithmic   system   
without   any   human   intervention.   

These   review   options   difer   across   two   key   features:   who   is   
conducting   the   review,   the   ‘reviewer’;   and   the   way   the   review   is   
conducted,   the   ‘type   of   review’.   We   incorporated   these   two   key   
features   into   our   study   design.   

Reviewer.   We   used   two   levels   for   the   attribute   ‘reviewer’:   human   
and   algorithm.   Work   exploring   perceptions   of   algorithmic   systems   
use   a   variety   of   terms   to   describe   the   systems,   including   “algorithm”   
[46],   “artifcial   intelligence”   [56],   “computer   program”   [28],   and   

Choice-based conjoint anal-

https://www.mturk.com
https://www.mturk.com
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“computer”   [45].   In   this   study   we   chose   to   use   the   terminology   
‘computer   system’.   Given   that   the   initial   decision   in   our   scenario   
(outlined   below   in   Section   3.2.3)   was   made   by   a   computer   system,   
we   referred   to   the   computer   system   reviewer   as   “Computer   System   
B”   to   distinguish   it   from   the   initial   algorithmic   decision-maker,   
“Computer   System   A”.   

Type   of   review.   The   diferent   types   of   review   proposed   by   Wachter   
et   al.   [84]   involve   the   making   of   a   completely   new   decision   (by   a   
human   or   an   algorithm),   a   new   decision   that   takes   into   account   the   
previous   decision   and/or   allows   the   person   impacted   to   participate   
in   the   process   (the   provision   of   ‘voice’   as   it   is   referred   to   in   pro-
cedural   justice   literature),   and   a   more   technical   process   involving   
a   review   of   the   initial   decision-making   system.   We   adapted   these   
types   of   review   to   ft   our   scenario   (see   Table   1).   The   wording   of   
the   reviews   was   pilot   tested   and   refned   in   a   small-scale   informal   
design   phase.   

How   long   the   review   will   take.   In   practice,   review   procedures   
take   varying   lengths   of   time   depending   on   factors   such   as   the   com-
plexity   of   the   matter   being   appealed,   resourcing,   and   the   design   of   
the   process.   We   anticipated   that   the   time   a   review   takes   will   impact   
the   review   process   participants   prefer.   So,   we   introduced   a   third   
attribute   to   analyse:   how   long   the   review   will   take.   In   comparison   
to   elements   of   a   decision-making   process   such   as   ‘voice’,   the   timeli-
ness   of   decision   making   has   received   less   research   attention   in   the   
procedural   justice   literature.   Recent   research   suggests   that   people   
prefer   processes   that   are   ‘timely’,   but   that   people   feel   uncertain   
about   very   fast   and   very   slow   decision-making   [82].   Given   the   lim-
ited   research   into   the   impact   of   time,   we   used   three   time   periods   (7   
days,   30   days,   and   60   days)   to   provide   a   range   that   difers   enough   
to   provide   preliminary   insight   into   the   impact   of   this   attribute.   Our   
choice   of   attributes   and   levels   (described   in   Table   1)   resulted   in   a   2   
x   3   x   3   conjoint   design.   

3.2.3   Scenario.   We   used   a   hypothetical   scenario   about   a   credit   loan   
application   that   is   assessed   by   an   algorithm   to   introduce   partici-
pants   to   the   review   process   options.   We   chose   this   context   because   
algorithms   are   increasingly   being   used   in   loan   decisions   [73].   There   
are   also   no   established   or   consistent   types   of   review   process   in   
place   when   people   are   denied   loans,   so   when   people   are   faced   with   
review   options   they   are   less   likely   to   draw   on   processes   they   are   al-
ready   familiar   with.   Participants   were   presented   with   the   following   
scenario:   

Imagine   that   you   have   decided   to   apply   for   a   home   
loan   online.   You   have   carefully   flled   out   the   online   ap-
plication   form   and   have   uploaded   all   of   the   required   
documents.   The   home   loan   provider   uses   a   computer   sys-
tem,   called   Computer   System   A,   to   determine   whether   
you   should   be   provided   with   a   loan.   A   human   is   not   
a   part   of   the   decision-making   process.   Computer   Sys-
tem   A   reviews   the   information   you   have   provided   and   
predicts   how   likely   you   are   to   repay   the   loan   based   on   
data   that   the   system   has   collected   about   thousands   of   
other   people   who   have   been   provided   with   home   loans.   
Your   application   for   a   home   loan   has   been   rejected   by   
Computer   System   A   (‘the   initial   decision’).   You   want   to   
have   this   decision   reviewed.   

Scenario-based   methods   are   often   used   in   social   psychology,   
justice   research,   and   ethics   research   to   understand   perspectives   
on   various   issues   [46].   Using   a   scenario   allowed   us   to   manipulate   
the   independent   variables,   which   increases   the   internal   validity   of   
the   research   [43].   The   use   of   scenarios   can   be   criticised   for   lacking   
realism.   To   ofset   this   potential   weakness   we   used   a   scenario   that   
people   generally   have   some   knowledge   of   and   familiarity   with,   even   
if   they   had   not   applied   for   a   home   loan   themselves.   We   also   used   
a   frst   person   perspective   to   increase   participant’s   involvement   in   
the   scenario.   

3.3   Part   2:   Fairness   perceptions   of   review   
processes   

3.3.1   Independent   variables.   In   Part   2   of   the   survey   we   explored   
participants’   perceptions   of   fairness   of   diferent   review   processes   
using   a   within-subjects   2   x   3   design   based   on   two   of   the   variables   
set   out   in   Table   1:   Reviewer   and   What   the   Reviewer   will   do.   

3.3.2   Dependent   variables.   

Fairness   perceptions   of   review   processes.   Noting   that   there   is   no   
universal   instrument   used   to   measure   perceptions   of   procedural   
fairness   [74],   we   used   a   single   question   in   line   with   previous   re-
search   (e.g.[47,   56]);   “Please   use   the   slider   to   indicate   how   fair   you   
think   the   following   review   processes   are   (0   means   ‘not   fair   at   all’   and   
100   means   ‘completely   fair’).”   

Fairness   perceptions   of   reviewers.   To   explore   how   personal   char-
acteristics   (such   as   age,   gender,   and   attitudes   towards   algorithmic   
decision-making)   impact   fairness   perceptions   of   reviewers   of   algo-
rithmic   decision   we   averaged   participants’   fairness   perceptions   of   
review   process   ratings   across   review   type   to   calculate   average   fair-
ness   ratings   for   a   human   reviewer   and   for   an   algorithmic   reviewer.   

3.3.3   Subject   variables.   Along   with   gender   and   age,   participants   
answered   the   following   questions   about   their   attitudes   and   beliefs   
about   diferent   types   of   decision-making   (the   latter   four   questions   
are   based   on   [42]):   

•   how   much   of   an   impact   the   decision   to   provide   someone   
with   a   home   loan   has   on   that   person’s   life   (on   a   scale   of   
0-100,   0   =   no   impact   and   100   =   high   impact);   

•   who   (computer   or   human)   would   make   the   best   decision   
about   whether   or   not   to   grant   a   home   loan   (on   a   scale   of   
0-100,   0   =   defnitely   a   computer   system,   100   =   defnitely   a   
human);   

•   how   much   they   have   heard   about   or   had   experience   with   a   
human   making   loan   decisions   (on   a   scale   of   0-100,   0   =   not   at   
all,   100   =   a   great   deal);   

•   how   much   they   have   heard   about   or   had   experience   with   a   
computer   system   making   loan   decisions   (on   a   scale   of   0-100,   
0   =   not   at   all,   100   =   a   great   deal);   and   

•   whether   they   thought   computers   should   make   decisions   that   
impact   people’s   lives   (on   a   scale   of   0-100,   0   =   defnitely   not,   
100   =   defnitely).   

3.3.4   Qantitative   analysis.   We   used   a   factorial   ANOVA   to   analyse   
fairness   perceptions   of   the   diferent   review   types   and   a   hierarchical   
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  Attribute   Levels 

  Reviewer   Human 
  Computer   System   B 

  What   the   Reviewer   will   do   The   Reviewer   will   check   Computer   System   A   to   ensure   that   the   correct   information   has   been 
  taken   into   account.   If   it   has,   the   initial   decision   will   be   kept.   If   changes   are   needed,   these 

  will   be   made   and   Computer   System   A   will   produce   a   new   decision   (Verify   condition). 
  The   Reviewer   will   make   a   completely   new   decision   that   will   be   based   on   the   information 
  you   submitted   with   your   initial   application.   No   new   information   will   be   considered,   and   the 

  initial   decision   made   by   Computer   System   A   will   not   be   taken   into   account   (New   Decision 
  condition). 

  The   Reviewer   will   make   a   completely   new   decision   by   taking   into   account   the   initial   decision 
  made   by   Computer   System   A,   any   objections   you   make   about   the   initial   decision,   your 

  original   online   application   and   any   new   information   you   provide   to   support   your   application 
  (New   Information   condition). 

  How   long   the   review   will   take   7   days 
  30   days 
  60   days 

Table   1:   The   attributes   and   levels   used   in   the   choice-based   conjoint   analysis   

   

regression   analysis   to   explore   the   infuence   of   personal   character-
istics   and   attitudes   on   perceptions   of   fairness   of   the   two   diferent   
reviewers.   

3.3.5   Qalitative   analysis.   Having   rated   the   fairness   of   the   six   dif-
ferent   review   types,   we   asked   participants   to   use   2-3   sentences   to   
explain   why   they   rated   a   particular   process   as   the   most   fair.   Partic-
ipants’   responses   to   this   free-text   question   formed   the   qualitative   
data   for   the   study.   We   analysed   the   qualitative   data   from   our   100   
participants   using   Braun   and   Clarke’s   [10]   six-stage   approach   to   
refexive   thematic   analysis.   Taking   a   contextualist   approach   to   the   
data,   the   frst   author   inductively   coded   submissions   using   NVivo   12.
Based   on   the   coding,   initial   themes   were   generated   and   iteratively   
refned   through   a   reviewing   and   writing   process.   

3.4   Procedure   
Both   parts   of   the   study   were   presented   to   participants   in   one   sur-
vey,   which   was   developed   using   Qualtrics.   Upon   qualifying   for   
and   choosing   to   partake   in   our   study,   participants   were   provided   
with   instructions,   a   downloadable   plain   language   statement,   and   a   
consent   form.   They   were   then   asked   for   demographic   information   
(age,   gender,   and   ethnicity).   

Part   1   of   the   survey   contained   the   choice-based   conjoint   anal-
ysis.   Participants   read   the   scenario   described   in   Section   3.2.3   and   
were   asked:   “Which   review   option   would   you   choose?”.   To   ensure   
that   participants   were   not   overwhelmed,   we   presented   two   review   
process   options,   profles,   per   choice   set   [24].   An   example   choice   
set   is   shown   in   Figure   1.   We   defned   ‘Computer   System   B’   in   the   
instructions   prior   to   the   task   as   a   diferent   computer   system   to   
Computer   System   A   (the   initial   decision-making   system).   We   pre-
sented   participants   with   12   diferent   choice   sets.   The   more   choice   
sets   shown   to   participants   the   higher   the   statistical   reliability,   how-
ever   this   needs   to   be   balanced   against   respondent   fatigue   [24].   We   

used   the   Qualtrics   conjoint   analysis   software   tool,   ‘Product   Opti-
mization   (Conjoint)’2,   which   uses   a   randomised   balanced   design   to   
determine   which   choice   sets   were   seen   by   each   participant.   After   
completing   the   12   choice   sets,   participants   answered   two   attention   
check   questions.   The   frst   asked   participants   to   choose   which   of   two   
options   was   a   reviewer   in   the   review   options   they   were   provided   
with.   Participants   who   chose   the   incorrect   answer   were   considered   
to   have   failed   this   attention   check,   and   their   data   was   excluded   from   
analysis.   The   second   attention   check   asked   participants   to   briefy   
describe   one   of   the   review   options   they   were   given.   Participants   
who   provided   a   one-word   answer,   an   answer   that   did   not   relate   to   
the   question,   or   an   answer   that   was   gibberish   were   considered   to   
have   failed   this   attention   check,   and   their   data   was   excluded   from   
analysis.   

Figure   1:   An   example   choice   set   

In   Part   2   of   the   survey,   participants   were   frst   asked   to   rate   the   
impact   of   a   loan   decision   on   a   person’s   life.   They   then   rated   the   
2https://www.qualtrics.com/au/core-xm/conjoint-analysis/   

https://www.qualtrics.com/au/core-xm/conjoint-analysis/
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fairness   of   the   six   diferent   base   review   processes.   To   address   order   
efects   we   randomised   the   order   of   the   review   processes.   We   asked   
participants   to   consider   the   process   they   rated   as   most   fair   and   to   
describe   why   this   was   the   fairest   process.   We   used   this   question   
as   another   attention   check:   participants   who   provided   a   one-word   
answer,   an   answer   that   did   not   relate   to   the   question,   or   an   answer   
that   was   gibberish   were   considered   to   have   failed   this   attention   
check,   and   their   data   was   excluded   from   analysis.   Participants   
then   answered   questions   about   who   would   make   the   best   decision   
about   a   loan   application,   their   knowledge   of   humans   and   computers   
making   loan   decisions,   and   whether   they   think   computers   should   
make   decisions   that   impact   people’s   lives.   

4   RESULTS   

4.1   Participant   information   
We   excluded   data   from   nine   participants   who   failed   to   appropriately   
answer   the   attention   check   questions   (that   is   they   provided   an   
incorrect   answer   to   the   frst   attention   check   question   and/or   they   
provided   answers   to   the   free-text   questions   that   were   made   up   of   
one-word,   did   not   relate   to   the   question   or,   were   gibberish).   Of   the   
remaining   100   participants,   62%   identifed   as   men   and   38%   identifed   
as   women,   with   none   of   the   participants   choosing   non-binary   or   to   
self-describe   their   gender.   Participants’   ages   ranged   from   19   to   68   
years,   with   an   average   of   36.6   years.   The   average   time   to   complete   
the   study   was   17.4   minutes   (SD   =   9.0).   

4.2   Part   1:   Choice-based   conjoint   analysis   
To   answer   the   research   question   ‘What   type   of   review   process   do   
people   prefer   when   contesting   an   algorithmic   decision?’   we   conducted   
a   choice-based   conjoint   analysis   using   the   mlogit   package   [20,   21]   
in   RStudio,   which   estimates   the   multinomial   logit   model   underlying   
the   entire   sample   of   1200   observations   (12   binary   choices   for   100   
participants).   The   mlogit   package   is   based   on   McFadden’s   work   
[57,   58]   on   random   utility   models   [21].   Croissant   [21]   explains:   
“These   models   rely   on   the   hypothesis   that   the   decision   maker   is   
able   to   rank   the   diferent   alternatives   by   an   order   of   preference   
represented   by   a   utility   function,   the   chosen   alternative   being   the   
one   which   is   associated   with   the   highest   level   of   utility.”   The   result   
is   a   multinomial   logit   model   for   the   whole   sample   that   provides   
coefcients,   which   are   also   referred   to   as   ‘preference   weights’   or   
‘partworth   utilities’.   

We   dummy   coded   the   variables,   which   means   that   each   coef-
cient   in   Table   2   measures   the   strength   of   preference   of   that   level   
relative   to   the   level   of   the   attribute   that   was   omitted   (the   reference   
level,   which   takes   the   value   of   0).   The   reference   levels   in   Table   
2   are   computer   system,   30   days,   and   the   New   Decision   condi-
tion.   All   preference   weights   were   signifcantly   diferent.   Larger   
estimates   indicate   stronger   preferences   and   higher   utilities   indicate   
more   favorable   attitudes   for   that   level.   Figure   2   visually   displays   
the   coefcients/partworth   utilities.   

These   results   show   that   participants   preferred   a   human   reviewer   
to   a   computer   system   reviewer,   shorter   review   time   periods   to   
longer   time   periods,   the   New   Information   condition,   followed   
by   the   New   Decision   condition,   then   the   Verify   condition.   The   
preferred   review   process   overall   (the   highest   partworth   utility   for   

Table   2:   Results   of   the   multinomial   logit   model   

Level   Coefcient     SE   p-value 

Human reviewer 
60 days 
7 days 
Verify condition 
New Information 

  

  
  

  
  

  
  

  

  
  

condition   

  1.225 
 
 
 
 

 
 
 
 

-0.944 
0.801 
-0.551 
1.220 

  
 
 
 
 

 
 
 
 

0.106 
0.121 
0.124 
0.125 
0.132 

  
 
 
 
 

 
 
 
 

<0.001 
<0.001
<0.001
<0.001
<0.001

Log-Likelihood:   -569.2   
McFadden 2   R :   0.316   
2χ :   524.82   

each   level)   was   the   process   with   a   human   reviewer,   taking   7   days,   
that   uses   the   New   Information   condition.   

The   likelihood   ratio   chi-square   test   shows   that   the   model   is   sig-
nifcant 2   (X      =   524.82,   p   < .001),   which   indicates   that   the   inclusion   
of   attribute-level   variables   in   the   model   signifcantly   improves   the   
model   ft   in   comparison   to   a   model   that   does   not   include   these   vari-
ables   [31].   The   measure   of   relative   model   ft,   McFadden’s   pseudo   
2R ,   is   0.32:   a   measure   from   0.2   to   0.4   represents   a   good   model   ft   

[31,   59].   
Attribute   importance   measures   the   infuence   an   attribute   has   in   

the   participant’s   choice   of   review   process.   The   relative   importance   
of   the   three   attributes   can   be   gauged   from   the   partworth   utility   
ranges.   The   greater   the   importance   score,   the   more   weight   an   at-
tribute   carries   in   the   decision-making   process.   Type   of   review   was   
the   most   important   attribute   to   a   person   when   making   their   choice   
of   review   process   (37.4%),   followed   by   the   time   the   review   takes   
(36.8%),   and   then   the   relative   importance   of   the   reviewer   (25.8%).   

4.3   Part   2:   Fairness   perceptions   
4.3.1   Qantitative   analysis.   To   explore   how   diferent   review   pro-
cesses   impact   people’s   perceptions   of   fairness,   participants   were   
asked   to   rate   the   fairness   of   the   six   review   processes,   which   varied   
by   reviewer   and   type   of   review.   Figure   3   displays   the   mean   fairness   
rating   and   standard   deviation   for   each   of   the   six   review   processes.   
We   used   Aligned   Rank   Transform   (ART)   [86]   to   transform   the   non-
parametric   factorial   data.   Common   nonparametric   tests,   such   as   
Friedman,   are   not   able   to   examine   interaction   efects   when   there   
are   multiple   factors   involved   [86].   ART   preprocesses   data   to   align   
it   before   applying   averaged   ranks   [86].   Following   the   use   of   ART   to   
transform   our   data,   we   used   a   factorial   ANOVA   and   then   pairwise   
comparisons   to   analyse   the   impact   of   diferent   review   processes   on   
participants’   fairness   ratings   [70].   

We   found   that   the   type   of   reviewer   has   a   signifcant   efect   on   
fairness   perceptions   (F1,495   =   54.27,   p   < .001),   with   human   re-
viewer   being   rated   as   more   fair   than   a   computer   system.   The   type   
of   review   also   has   a   signifcant   efect   on   perceptions   of   fairness   
(F2,495   =   56.99,   p   < .001).   We   conducted   pairwise   comparisons   us-
ing   the   lsmeans   procedure,   which   provides   p-values   that   have   been   
corrected   for   multiple   comparisons   using   Tukey’s   method   [70].   The   
post   hoc   tests   showed   a   signifcant   diference   between   participants’   
fairness   ratings,   with   higher   ratings   for   the   New   Information   con-
dition   compared   to   the   Verify   condition   (t495   =   −7.98,   p   < .001),   
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Figure   3:   Fairness   ratings   of   the   six   base   review   processes   
(error   bars   are   standard   deviations)   

and higher fairness ratings for the New Information condition 
compared to the New Decision condition (t495 = −10.13, p < .001). 
The diference between fairness ratings of the Verify condition and 
the New Decision condition was not signifcant (p = .08). The in-
teraction between reviewer and type of review was not statistically 
signifcant (p = .11). 

To explore how personal characteristics (such as age, gender, and 
attitudes towards algorithmic decision-making) impact perceptions 
of reviewers of algorithmic decisions we averaged participants’ 
ratings of fairness across review types to calculate average fairness 
ratings for a human reviewer and for an algorithmic reviewer. We 
explored the infuence of personal characteristics and attitudes on 
these perceptions of fairness using hierarchical regression analysis 
in two separate models. Table 3 displays the fnal step (Step 6) of the 
hierarchical regression analysis for Model 1 (fairness of a human 
reviewer) and Model 2 (fairness of an algorithmic reviewer). 

For Model 1, Step 1 (age and gender) and Step 2 (impact of 
loan decision) did not produce statistically signifcant changes in 

the   regression   equation.   Step   3,   adding   attitudes   about   whether   a   
computer   or   human   would   make   the   best   loan   decision,   produced   
a signifcant change in the regression model ( 2                        ∆   Adj.   R =   .05,   p   =   
0.01).   Step   4   (computers   should   make   important   decisions)   and   Step   
5   (experience   with   humans   and   experience   with   computers   making   
loan   decisions)   did   not   produce   statistically   signifcant   changes   in   
the   regression   equation.   Step   6   (fairness   rating   of   an   algorithmic   
reviewer) produced a signifcant 2            change   (∆   Adjusted   R    =   .18,   p   <   
0.001). 2 2   The   full   regression   equation   at   Step   6   was   R    =   .26,   Adj.   R    

=   .19,   F(8,91)   =   3.98,   p   <   .001.   
For   Model   2,   Step   1   (age   and   gender),   Step   2   (impact   of   loan   

decision),   and   Step   3   (who   would   make   the   best   loan   decision)   
did   not   produce   statistically   signifcant   changes   in   the   regression   
equation.   Adding   participant’s   beliefs   that   computers   should   make   
important   decisions   in   Step   4   produced   a   signifcant   change   (∆   Adj.   
R2   =   .11,   p   <   0.001).   Step   5   did   not   produce   a   statistically   signifcant   
change   in   the   regression   equation.   Step   6   (fairness   rating   of   a   human   
reviewer) 2   produced   a   signifcant   change   (∆   Adjusted   R    =   .17,   p   <   
0.001). The 2 2      full   regression   equation   at   Step   6   was   R    =   .32,   Adj.   R    

=   .26,   F(8,91)   =   5.28,   p   <   .001.   

4.3.2   Qalitative   results.   After   rating   the   fairness   of   each   of   the   six   
review   processes,   participants   were   asked   to   consider   the   process   
they   rated   as   most   fair   and   to   describe   why   this   was   the   fairest   
process.   Responses   to   this   question   formed   the   qualitative   data   
for   the   study.   The   four   key   themes   from   the   thematic   analysis   are   
described   below.   

Best   chance   of   receiving   a   diferent   (more   favourable)   decision.   
Many   participants   viewed   the   fairest   review   process   as   the   process   
that   gives   the   applicant   the   best   chance   at   receiving   a   favourable   
outcome,   which   in   this   case   was   an   approval   for   a   home   loan.   To   
this   end,   a   human   was   generally   preferred   as   the   reviewer   rather   
than   a   computer   system   for   the   following   reasons.   First,   participants   
thought   that   a   human   reviewer   was   more   likely   than   a   computer   
to   make   a   diferent   decision,   with   the   assumption   being   made   
that   a   computer   system   reviewer   would   return   the   same   result   as   
the   system   that   made   the   initial   decision   (which   was   a   rejection)   
because   of   its   programming.   
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Table 3: Final step of hierarchical regression analyses 

  Variable 
  Model 

  B 
  1:   Human   reviewer 

  SE   t p
  Model 

  B 
  2:   Algorithmic 

  SE t
  reviewer 
  p 

  Age   0.05   0.12   0.40   0.69   -0.07   0.14   -0.51   0.61 
  Gender   (woman)   -2.67   2.74   -0.97   0.33   6.62   3.35   1.98   0.05 
  Impact   of   loan   decision   0.06   0.08   0.74   0.46   -0.10   0.10   -1.01   0.32 

  Who   would   make   the   best   decision   about   a   home   loan   0.15   0.07   2.20   0.03   -0.01   0.09   -0.15   0.88 
  Whether   computers   should   make   important   decisions   -0.04   0.06   -0.61   0.54   0.23   0.07   3.24   0.002 

  Experience   with   humans   making   loan   decisions   0.01   0.05   0.17   0.87   -0.02   0.06   -0.34   0.74 
  Experience   with   computers   making   loan   decisions   -0.06   0.05   -1.26   0.21   0.04   0.06   0.64   0.52 

  Fairness   rating   for   other   reviewer   0.36   0.08   4.69   <0.001   0.55   0.12   4.69   <0.001 

“I felt when we originally had the computer system 
judge the application (and apparently rejected it), we’d 
best next have a human submit the application as nearly 
starting over with the process to see if a diferent out-
come would be achieved...I just don’t see how having 
another computer look over the original outcome would 
result in a diferent outcome overall since it will use the 
same information and come up with the same binary 
decision.” (P98) 

A number of participants characterised the original decision to 
reject the application as a mistake, although there was no indica-
tion in the wording of the question that this was the case. Human 
reviewers were seen as less likely to make the same “error” as 
the initial computer system, and therefore, more likely to produce 
a diferent, more favourable outcome. 

“One reason I think this is the most fair review process 
out of the options provided is that a human reviewer is 
probably less likely to make the same mistake as Com-
puter System A than a diferent computer system.” (P02) 

Many participants saw computers as being limited by their 
programming; unable to take an applicant’s individual, unique 
circumstances into account. In contrast, humans were lauded for 
their ability to understand context, which was seen as providing 
an applicant with a better chance at receiving a home loan. 

“I chose this because I believe a human will more ac-
curately be able to interpret my complaints about the 
initial rejection, understanding the context within which 
they were made better. Probably more capable of grasp-
ing any unique extenuating circumstances that may 
have lead to it. A totally new review process taking all 
this into account makes sure I have the best possible 
chance of success, imho [in my humble opinion].” (P13) 
“Computers can only make decisions on whatever they’re 
programmed to do whereas a human can put more crit-
ical thought behind the information.” (P31) 

Human reviewers were also seen as more malleable in their 
decision-making than computer systems. For instance, Participant 
91 stated: “[H]umans are not so set in stone so they would be able to 
see where a would be borrower may be able to ft the loan, even if they 
do not ft a rigid criteria.” The same participant stated that a human 
reviewer was more likely to see the “potential” of the borrower. 

In   a   similar   vein,   Participant   74   suggested   that   “A   human   can   also   
better   tease   out   which   information   might   be   more   favorable   to   the   
applicant”.   

Others   favoured   human   reviewers   due   to   their   empathy   and   
their   ability   to   understand   the   applicant,   which   was   seen   as   giving   
the   applicant   a   better   chance   at   approval.   For   example,   Participant   
50   suggested   that   because   a   human   reviewer   has   emotion   they   “will   
not   reject   that   easily   an   application.”   

The   ability   to   interact   with   a   human   reviewer   was   also   viewed   
positively,   particularly   for   those   who   felt   that   they   had   the   ability   
to   infuence   or   persuade   the   decision-maker.   

“I   feel   I   have   a   better   chance   of   receiving   the   loan   from   a   
human   and   might   be   able   to   grease   the   wheels   by   being   
charming   to   try   to   get   a   loan.   I.   [sic]   cant   [sic]   do   that   
with   a   computer   system.” (P41)   

In   addition   to   the   reviewer,   how   the   review   was   conducted   was   
infuential.   Some   participants   felt   that   there   was   a   better   chance   of   
having   the   loan   application   approved   if   a   human   reviewer   was   blind   
to   the   initial   decision:   there   were   concerns   that   a   human   would   
be   infuenced   by   the   initial   rejection   and   therefore   less   likely   to   
approve   the   application.   Participant   47   stated:   “I   think   having   the   hu-
man   reviewer   examine   the   systems   decision   would   be   too   infuencing   
and   reduce   chances   of   an   approval.”   

Many   participants   saw   the   ability   to   provide   additional   infor-
mation   in   the   review   process   as   important   because   of   its   potential   
to   infuence   the   decision.   

“There   may   be   certain   circumstances   that   may   arise   
within   someone’s   credit   that   could   change   the   mind   of   
the   reviewer.   The   applicant   should   have   the   opportunity   
to   adjust   or   explain   all   circumstances.   The   applicant   
should   be   able   to   provide   new   information   and   have   it   
considered.” (P89)   

“New   information   may   provide   a   diferent   perspective   
that   may   help   the   loan   be   approved.” (P48)   

The   whole   story:   more   than   just   a   number.   A   fair   appeals   process   
ensures   that   all   of   the   information   relevant   to   the   decision   has   
been   taken   into   account   so   that   the   decision   is   based   on   a   complete   
understanding   of   the   decision   subject   and   their   specifc   situation.   
Participant   19   sums   up   the   sentiment   of   this   theme:   “[t]he   whole   
story   is   not   always   told   by   numbers   alone.”   



                          CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA Lyons, et al. 

         
         

          
         

           
 

           
        

 

        
          

          
         

        

         
           

          
         

          
         

 

            
           

         
         

       

          
           

           
        

       

          
          

         
   

        
          

      

         
   

         
           
         

 

         
      

            
         

             
    

          
          

          
       

         
         

          
         

           
 

           
        

 

        
          

          
         

        

         
           

          
         

          
         

 

            
           

         
         

       

          
           

           
        

       

          
          

         
   

        
          

      

         
   

         
           
         

 

         
      

            
         

             
    

          
          

          
       

A number of participants noted that people have unique situa-
tions that should be considered during the decision-making. Many 
participants saw the ability of humans to understand and take 
into account the specifc circumstances of loan applicants and 
in particular “edge cases” (P74) as essential for making a good 
decision. 

“I think that it is most fair when a human reviews 
my unique situation and all of the relevant informa-
tion.” (P64) 

In contrast to human decision-makers, computer systems were 
seen as limited by their reliance on “rigid” (P91) programming 
and their inability take into account the nuances of individual 
circumstances, particularly if the situation being analysed was an 
exception to the rules programmed into the system. 

“Having a human involved for the exceptions is the 
most fair thing to do. A coder cannot always write an 
algorithm to go with every life scenario event that may 
be provided on an application. Computers are great to 
take care of the things that fall into strict guidelines, 
but people are still needed to work through the excep-
tions.” (P63) 

In line with the fndings of Binns et al. [9], participants wanted 
to be considered as whole individuals and not as data points. 
Computer systems were seen as number crunchers, whereas human 
reviewers can take into account information about an applicant 
and their application beyond the data provided. 

“A computer program can only really do what it is 
programed (sic) to do so it cannot be "fair" it’s just 
a set of instructions but a human can make a moral 
judgement and understands the human aspect of the 
situation better than a computer ever could.” (P60) 

Through the possession of traits such as empathy and intuition, 
human reviewers were seen as being able to garner important 
information about the applicant beyond the information a computer 
system can process. 

“They [human reviewers] can also see character and de-
termine if this person has a hard work ethic. Computers 
do not have such an ability.” 

Empathy and emotion provided another layer of information to 
inform the decision. 

“The human aspect also allows for some judgement calls 
that I feel that a computer cannot make because it can’t 
feel empathy or connect with the person seeking the 
loan.” (P44) 

While very few participants raised concerns about humans as 
decision-makers, participant 55 highlighted the potential disadvan-
tage of having a human reviewer, who can be impacted by their 
own circumstances and emotions: “Humans can be fallible. They 
might be having a bad week. They might be fghting with their spouse. 
It can change things.” 

In terms of review process, the majority of participants preferred 
a process that allowed the applicant to provide all relevant informa-
tion, enabling the reviewer to make an informed decision based 
on a full understanding of the applicant. 

“I   chose   the   process   run   by   a   human   with   the   most   
thorough   procedure   as   most   fair   because   this   ensures   
that   every   piece   of   information   is   taken   into   account   
and   recent   developments   can   be   addressed.” (P49)   

There   was   a   strong   desire   for   the   information   being   considered   
to   be   correct   to   ensure   that   the   most   informed   decision   was   being   
made.   Many   participants   highlighted   the   need   for   new   or   additional   
information   to   be   considered,   in   part   because   this   ensured   that   the   
most   current   information   available   was   being   used.   Further   to   this,   
if   any   mistakes   or   errors   were   made,   these   could   be   highlighted   
and   corrected   through   the   provision   of   additional   information   and   
through   objections   made   by   the   applicant.   

“I   think   that   taking   into   consideration   any   new   infor-
mation   that   may   not   have   been   available   during   the   
initial   decision   is   fair   because   the   original   decision   was   
not   making   its   decision   on   current   facts.” (P22)   

Human   intervention:   the   best   of   both   worlds.   Most   participants   
accepted   the   use   of   a   computer   system   to   make   the   initial   decision   
about   the   loan,   but   made   it   clear   that   there   should   be   human   
involvement   at   some   stage   in   the   process.   For   some,   a   human   
review   ofered   a   diferent   but   complementary   point   of   view   to   the   
algorithmic   decision;   a   second   set   of   eyes.   A   number   of   participants   
stated   that   having   both   a   computer   system   and   human   involved   
in   the   decision-making   process   would   result   in   a   better   decision,   
especially   given   that   neither   decision-maker   is   perfect.   

“I   feel   it   is   the   fairest   because   I   would   get   two   diferent   
reviews   by   two   diferent   systems   - one   via   a   human   brain   
and   the   other   via   a   computer.   If   both   a   human   and   a   
computer   came   to   the   same   conclusion   about   the   loan,   
even   after   getting   more   information,   then   it   is   likely   
that   the   decision   was   correct   or   at   least   justifed.” (P87)   

Many   participants   liked   this   idea   of   having   “two   means   of   ver-
ifcation”   (P11).   A   number   of   participants   characterised   a   human   
review   as   a   way   to   double-check   the   decision,   or   as   providing   a   
second   chance   or   second   opinion.   

“I   think   that   after   having   a   computer   system   make   the   
initial   decision   I   think   its   only   fair   to   have   a   human   
double   check   to   make   sure   and   the   information   is   cor-
rect   and   that   if   any   new   information   needing   to   be   put   
in.” (P36)   

A   frequent   concern   with   the   sole   use   of   a   computer   system   as   
decision-maker   and   reviewer   was   that   any   errors   would   be   system-
atic   and   therefore   repeated.   Participants   were   confdent   in   a   human   
reviewer’s   ability   to   see   any   mistakes   made   by   the   computer   system,   
including   whether   the   right   information   was   taken   into   account,   
whether   the   system   was   functioning   as   designed,   and   ultimately   
whether   the   right   decision   had   been   reached.   

“I   think   having   some   human   intervention   is   good.   I   
believe   that   letting   an   algorithm   do   all   the   work   without   
intervention   could   lead   to   uncaught   errors   that   may   
cause   a   loan   to   be   rejected.   Computers   can   be   wrong   
and   humans   can   be   wrong.   If   we   work   together   we   can   
produce   better   results.” (P69)   

Some   participants   preferred   to   have   a   human   reviewer   make   a   
completely   fresh   decision   without   infuence   from   the   initial   decision.   
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This   style   of   review   efectively   amounts   to   the   decision   being   made   
by   a   human,   with   no   computer   system   in   the   loop.   

“I   think   having   the   human   reviewer   examine   the   sys-
tems   decision   would   be   too   infuencing   and   reduce   chances   
of   an   approval.” (P47)   

A   number   of   participants   saw   an   appeal   process   involving   a   
human   reviewer   as   fairest   because   of   their   high   regard   for   humans   
as   decision-makers.   

“I   think   any   system   using   a   human   is   inherently   more   
fair   than   one   that   uses   a   computer   because   human   
thinking   and   intuition   is   still   superior   in   this   regard.” (P61)   

Preserving   dignity.   For   many   participants   the   fairest   process   was   
the   one   that   treated   loan   applicants   with   dignity   and   respect   as   
individuals.   For   example,   participants   tended   to   favour   human   
reviewers   over   computers   because   they   did   not   want   to   be   seen   as   
“just   numbers”   (P19,   P62,   P91);   they   want   a   ‘humane’   (P07)   appeal   
process   with   a   “genuine   touch”   (P19).   As   outlined   above   in   the   
theme   ‘The   whole   story:   more   than   just   a   number’   there   was   also   
a   strong   desire   that   each   individual’s   situation   be   understood   and   
taken   into   account   in   the   decision-making.   

“I   think   that   having   a   human   reviewing   the   computer   
work   would   make   us   feel   like   we   weren’t   just   numbers,   
but   that   they   considered   our   specifc   situation.” (P62)   

A   couple   of   participants   highlighted   the   indignity   and   frustration   
that   a   person   would   feel   if   they   contested   a   decision   made   by   a   
computer   system   only   to   have   their   appeal   directed   to   another   
computer   system.   

“If   I   was   already   rejected   by   a   computer   system,   I   do   
not   want   another   computer   system   to   make   a   deci-
sion.” (P05)   

The   impact   of   the   decision   being   made,   to   provide   a   loan   or   not,   
was   a   factor   that   some   participants   took   into   account   in   determining   
the   fairest   review   process.   A   loan   decision   was   seen   as   having   a   
real   impact   on   a   person’s   life,   with   a   number   of   participants   
suggesting   that   a   decision   with   this   kind   of   impact   required   human   
review.   

“Home   loans   can   have   huge   impacts   on   people   life   so   
it’s   good   to   have   a   human   element   to   it,   someone   who   
shows   compassion.” (P90)   

The   ability   to   interact   with   someone   who   can   provide   an   ex-
planation   or   advice   was   also   seen   as   an   important   element   of   the   
review   process.   

“With   something   like   a   home   loan,   sometimes   it’s   im-
portant   to   be   able   to   appeal   to   someone   who   can   reason   
with   you   and   be   level   with   you   about   what   went   wrong   
or   what   you   need   to   actually   DO   in   order   to   get   a   posi-
tive   result.” (P88)   

Indeed,   many   participants   wanted   the   ability   to   participate   in   
the   decision-making   process,   emphasising   the   importance   of   the   
loan   applicant   taking   an   active   role   in   a   decision   that   impacts   them.   
This   notion,   of   participation   and   the   ability   to   express   opinions   and   
provide   evidence,   is   referred   to   as   ‘voice’   in   the   procedural   justice   
literature.   

“They   also   take   into   account   objections   that   the   person   
impacted   by   the   decision   has   and   new   information   pro-
vided.   So   the   person   impacted   will   have   some   say   in   the   
matter   and   another   chance   if   the   loan   is   rejected.” (P73)   

A   number   of   participants   commented   that   their   objections   would   
be   understood   better   by   a   human   in   comparison   to   a   computer.   This   
is   in   line   with   procedural   justice   literature   on   voice   that   suggests   
that   people   need   to   be   able   to   express   their   views   but   also   feel   
that   they   have   been   heard   [49].   

“I   think   the   human   making   a   new   decision   based   on   
original   info   plus   new   info   would   be   the   most   fair.   The   
human   would   have   a   better   ability   to   understand   why   
various   objections   were   relevant,   especially   if   they   were   
uncommon   or   unexpected   (a   computer   can   only   take   
into   account   what   it’s   programmers   thought   of   ahead   
of   time,   and   can’t   really   adapt   to   unexpected   informa-
tion).” (P53)   

Overall,   what   the   qualitative   data   shows   is   that   participants’   
impressions   of   diferent   review   processes   are   strongly   infuenced   
by   their   ability   to   get   the   decision   that   they   want,   and   less   around   
getting   a   good   or   fair   decision.   That   is,   participants   primarily   discuss   
ideas   around   infuencing   the   decision   to   get   the   loan   rather   than   
whether   they   could   repay   the   loan.   In   this   sense,   the   participants’   
view   of   the   process   is   one   of   self   interest,   not   taking   into   account   the   
fairness   to   the   organisation   granting   the   loan   or   the   other   applicants   
who   would   miss   out   if   the   participant’s   loan   was   granted.   

5   DISCUSSION   
When it comes to contesting algorithmic decisions, the preferred 
review process for our participants is a timely review conducted 
by a human, taking into account the initial information provided, 
the initial decision, new information, and any objections. Human 
reviewers were also seen as more fair than computer system re-
viewers, and the New Information condition was rated as the 
fairest type of review. These two analyses indicate that the type of 
review process participants prefer aligns with the review process 
they perceive as most fair. In this section we consider the design 
implications of our fndings. 

5.1   The   ability   to   participate   and   feel   heard   
While human reviewers were strongly preferred when the type of 
review and review time were held constant, we found that when 
forced into a trade-of situation in the conjoint analysis, participants 
placed more weight on the type of review and the review time than 
the reviewer. As an example, when faced with two diferent review 
processes, both taking 7 days, but one with a human reviewer and 
the Verify condition, and one with a computer system and the New 
Information condition, participants were more likely to choose 
the process with the New Information style of review and the 
algorithmic reviewer. So, while guidelines considering algorithmic 
decision-making often set out the need for human review after 
algorithmic decision-making (e.g. [26, 66]), our analysis suggests 
that decision subjects are willing to sacrifce human review for a 
more timely review or a process that allows for more participation 
and voice. Thus, when designing a review process each of the three 
attributes we have explored deserve careful consideration. 
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Of the three diferent types of review, participants preferred the 
type of review that allowed them the most leeway to participate– 
to have their say, and put forward their best case. This fnding 
aligns with previous research on ‘process control’, also referred 
to as ‘voice’, in the procedural justice literature [77]. There are 
many ways to allow for voice during a decision-making process. In 
this study, the review process allowed for extra information to be 
submitted and for objections to be made. The ease at which these 
actions can be taken will impact the contestation experience. For 
example, some decision subjects may prefer verbal over written 
objections. If objections need to be written, whether they can be 
submitted via an online interface, over email, or via a letter will 
also impact a person’s experience of the review process. How long 
these steps take must also be considered given the importance 
participants placed on receiving a timely review. 

Procedural justice literature sets out that in addition to being 
able to exercise voice, decision subjects must also feel as though 
they have been ‘heard’ [49]. Based on our qualitative results, partic-
ipants view algorithms as far less capable than humans of parsing 
objections or understanding the nuance of people’s individual situ-
ations. As such, ensuring that a decision subject feels heard may 
be a hurdle that algorithmic reviewers struggle to meet. In this 
study, we focused on asynchronous review processes, where an 
appeal occurs after a decision has been made. Work on designing 
for contestability envisions algorithmic decision-making systems 
that support interactivity, where a person impacted by a decision 
can interact in-band (e.g. [33, 41, 61]). For example, an algorithmic 
decision-making system could be designed to allow a person subject 
to decision-making to access information about decision inputs or 
conclusions via an interface that allows them to lodge disagree-
ment with system, like the psychotherapy tool designed by [33]. 
This kind of interaction provides decision subjects with knowledge 
about how the system works, the information it takes into account, 
and the ability to exercise some control over the decision. A system 
could also provide decision subjects with the ability to correct or 
update information to ensure that decisions are based on accurate 
information. Being able to interact with a system and see it react 
and adjust to new information or objections may satisfy the desire 
to feel heard. 

5.2   Algorithmic   aversion   and   the   potential   for   
explanation   

Our results indicate that all else being equal, humans are preferred 
over algorithms as reviewers of algorithmic loan decisions and they 
are also seen as more fair. These results lend support to the notion 
of algorithmic aversion. However, it is important to highlight that 
we explore perceptions of algorithmic and human reviewers in the 
context of appealing an algorithmic decision, which is a diferent 
context to work investigating perceptions of algorithmic decision-
making, which focuses on decision-making in the frst instance. 
Importantly, our scenario involved an algorithm making an initial 
decision to reject a loan application. Against this backdrop, many 
participants viewed a human reviewer as more likely to provide 
a diferent, more favourable decision compared to an algorithm, 
and thus favoured a human reviewer. Interestingly, our qualitative 
results suggest that participants were generally tolerant of receiving 

an   initial   algorithmic   decision,   but   the   majority   were   keen   to   have   
a   human   in   the   decision-making   process   as   reviewer.   

Additionally,   in   line   with   previous   studies   where   the   perceived   
capabilities   of,   and   attitudes   towards,   the   decision-maker   contribute   
to   algorithmic   aversion   (e.g.   [13,   38,   42,   54]),   we   found   that   the   be-
lief   that   humans   would   make   better   loan   decisions   than   a   computer   
is   associated   with   higher   perceived   fairness   of   human   reviewers   
and   the   belief   that   computers   should   make   important   decisions   
that   impact   people’s   lives   is   associated   with   higher   perceptions   
of   fairness   of   a   computer   system   reviewer.   These   results   from   the   
hierarchical   regression   are   also   refected   in   the   fndings   from   our   
qualitative   analysis.   For   example,   a   number   of   participants   saw   
decision-making   by   computer   systems   as   rigid,   reliant   on   how   they   
have   been   programmed,   and   not   able   to   easily   adapt   to   information   
that   does   not   ft   within   pre-programmed   rules.   As   such,   computer   
systems   were   seen   as   restricted   in   their   ability   to   consider   ‘edge   
cases’   or   applications   with   unique   situations.   This   highlights   po-
tential   misconceptions   about   the   abilities   of   algorithmic   systems:   
many   algorithms   now   being   used   in   decision-making   are   not   rule   
based   systems   that   have   been   programmed   by   people,   but   are   based   
on   statistical   techniques   using   machine   learning   to   consider   vast   
amounts   of   data   to   come   to   a   decision   and   can   handle   more   at-
tributes   about   a   decision   than   a   person   can.   These   results   suggest   
that   if   an   algorithm   is   used   as   a   decision-maker   or   a   reviewer,   clearly   
explaining   how   the   system   works   would   be   benefcial.   

Interestingly,   recent   work   exploring   perceptions   of   algorithmic   
decision-making   has   shown   that   beliefs   about   capabilities   can   be   
altered,   which   in   turn   impacts   perceptions   of   algorithmic   decision-
makers.   For   example,   Longoni   et   al.   [54]   found   that   aversion   to   
medical   AI   can   be   decreased   by   explicitly   stating   that   the   AI   can   
provide   personalised   advice,   while   Castelo   et   al.   [13]   found   that   
algorithmic   aversion   decreased   when   a   task   was   rephrased   to   sound   
more   objective   (and   therefore,   more   capable   of   being   performed   by   
an   algorithm).   These   fndings   highlight   the   impact   of   the   explana-
tions   used   to   describe   algorithmic   decision-making.   While   these   
fndings   can   be   used   to   inform   the   way   that   review   processes   are   
described   to   decision   subjects   in   an   efort   to   decrease   algorithmic   
aversion   they   also   highlight   the   concerning   potential   to   manipulate   
people   through   the   use   of   careful   phrasing   in   explanations.   

5.3   The   relevance   of   procedural   justice   in   
designing   algorithmic   appeal   processes   

In line with fndings from the procedural justice literature relating 
to ‘outcome favourability’ (e.g. [43, 78]), we found that participants 
judged the review process that they believed would result in them 
being granted a loan as the most fair. However, the idea that every-
one subject to decision-making can achieve a favourable outcome 
is not realistic. For example, when applying for a job there are a 
limited number of interviews available, so a large percentage of 
people who apply for the job will not progress to interview. In the 
context of a loan, lenders have a fnite amount of funds to lend out, 
as well as the responsibility to ensure that borrowers are able to 
repay the loan. Indeed, a willingness to provide credit, especially 
when it should not have been ofered, was one of the key factors 
contributing to the global fnancial crisis [64]. So, while understand-
ing the perspectives and needs of people who will be impacted by 
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the decision is essential, it is also important to understand and 
take into account the very human desire for a favourable outcome. 
Thus, perspectives about what would make a fair review procedure 
should also be obtained from additional stakeholders including 
decision-makers and neutral third parties. 

In addition to outcome favourability, our results highlight the im-
portance of having a voice in the decision-making process, that deci-
sions are based on accurate information, and that decision subjects 
are treated with dignity, all of which have been found to contribute 
to feelings of justice in human decision-making [17, 48]. These syn-
ergies suggest that the procedural justice literature, which largely fo-
cuses on the fairness of human decision-making, can be drawn from 
when designing algorithmic decision-making procedures. However, 
there may be challenges when adapting relevant fndings from pro-
cedural justice work to algorithmic decision-making. For example, 
dignity is a complex concept, and whether having an algorithmic 
system making high consequence decisions will ever be perceived 
as “dignifed” warrants further exploration. Ultimately, fndings 
from procedural justice research suggest that the whole decision-
making process needs to be carefully considered and designed, not 
just the appeal process. 

6   LIMITATIONS   AND   FUTURE   WORK   
The scenario that we used for the choice-based conjoint analy-
sis was hypothetical. Although this is a standard method used to 
explore perceptions and attitudes in relation to algorithmic decision-
making (e.g. [9, 47, 54]), it lacks external validity; the participants 
were not being faced with a real loan application rejection and 
so the consequences and signifcance of the decision are lacking. 
Despite this limitation, there are a number of studies that indicate 
that people’s responses and behaviour in controlled studies are 
similar to how they act in real life [87]. 

The terminology we used in the scenario to describe the algorith-
mic system (i.e. “computer system”) may have impacted people’s 
perceptions of the system. Interestingly, Langer et al. [44] found 
that while the terminology used to describe algorithmic systems 
impacts people’s fairness perceptions and feelings of trust in rela-
tion to the system, the use of diferent terminology (e.g. “artifcial 
intelligence”, “computer program”, “algorithm”) did not impact per-
ceptions of the ability of the algorithmic system when that system 
was being compared directly with a human decision-maker, which 
is the type of comparison we made in our work. 

Further to this, the algorithmic decision in our scenario was a 
rejection of the loan application. This outcome may have primed 
participants to view algorithms negatively, thus impacting their 
perceptions of algorithmic reviewers. However, given that the con-
text we are exploring is the appeal of algorithmic decisions, having 
an initial negative algorithmic decision is realistic as people are 
unlikely to contest a decision that is favourable to them. Indeed, 
our qualitative results indicate that one of the many reasons peo-
ple preferred human review was because the algorithmic decision 
being appealed was a rejection. This is an important consideration 
for decision-makers when designing a review process. 

One of the review types that we explored was the New Infor-
mation condition. This style of review took into account original 

information,   new   information,   objections,   and   the   algorithmic   deci-
sion.   This   was   the   preferred   style   of   review,   however   it   is   not   clear   
whether   one   of   its   afordances   was   more   important   to   participants   
than   another.   These   nuances   of   ‘voice’   could   be   explored   in   greater   
detail   by   isolating   them,   so   that   one   review   process   involves   the   
ability   to   provide   new   information   and   another   review   process   
provides   the   ability   to   object.   In   a   similar   vein,   the   type   of   reviewer   
could   be   specifed   in   more   detail.   For   example,   the   review   may   be   
run   by   an   algorithm   developed   by   a   government   body,   a   university   
research   institute,   or   a   private   company.   Additional   attributes   of   
a   review   process   that   may   impact   a   person’s   choice   could   also   be   
investigated   (e.g.   cost,   longer/shorter   time   frames).   

We   used   a   within-subject   design   to   explore   perceptions   of   fair-
ness   of   diferent   review   processes   for   algorithmic   decisions.   This   
meant   that   participants   were   able   to   compare   across   various   types   
of   review.   In   reality,   people   will   be   ofered   one   type   of   review   and   
would   not   be   comparing   between   options.   A   between-subjects   de-
sign   testing   one   type   of   review   per   condition   might   yield   diferent   
results.   

We   only   explored   one   context   (loan   decisions)   using   a   mid-sized   
sample   of   participants   from   Mechanical   Turk.   Our   fndings   may   
not   generalise   to   diferent   contexts.   Future   studies   could   explore   
whether   these   results   can   be   replicated   using   a   between-subject   
design   and   across   algorithmic   decisions   in   diferent   settings,   such   
as   hiring   decisions   or   performance   evaluation.   Further,   we   did   not   
explore   cultural   diferences.   The   “right   to   appeal"   is   a   Western,   
democratic   notion   and   results   may   difer   across   cultures.   

7   CONCLUSION   
With algorithms increasingly making decisions that signifcantly 
impact people’s lives, the ability to contest such decisions is gaining 
attention. There are no guidelines around how appeal processes for 
algorithmic decisions should be designed. In this work we explore 
perceptions of diferent types of processes that can be used to appeal 
algorithmic decisions. We consider perceptions from two angles: 
frst, through a conjoint analysis where we force a choice between 
review processes; and second, by asking participants to rate the 
fairness of six diferent review processes. We fnd that participants 
prefer timely review processes with a human reviewer that allow 
them ‘voice’ through the provision of new information and the 
ability to make objections to the initial decision. Our qualitative 
analysis provides an understanding of what participants look for in 
a process they consider to be fair: the chance to change the decision 
to a more favourable outcome, being treated with dignity, human 
involvement, and having their unique situation taken into account. 
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